Artificial intelligence in taxation
A case study on the use of AI in government
Advanced analytics

Taxes support all public sector functions. While the shape and nature of tax policy is highly political, it is less contentious to suggest that governments should collect and enable tax collection in the easiest and most efficient ways they can.

The scope of advanced analytics is now expanding into new areas, going beyond identifying suitable cases for audit to include methods of enforcing filing and payment compliance, providing better taxpayer service and debt management, and informing policy at a more strategic level.[4]

Many tax agencies share a generic model for identifying risk, analysing and prioritising it, taking action, and evaluating the outcome. Different types of analytics tackle different aspects of this model. Predictive analytics attempt to anticipate likely problems, so that tax agencies can take appropriate preemptive action. Prescriptive analytics help tax agencies model the impact of actions on taxpayers, so they can choose the most effective course of action for any given sector, segment or case.[4] New and promising approaches have recently linked different parts of this model together. In particular, tax authorities in Australia, Canada, Norway, the UK and elsewhere have started to build AI-supported models that attempt to predict which high-risk individuals are most likely to react positively to different tax authority interventions for recovering revenue.[4] These techniques, which draw on behavioural sciences as well as data mining, build on existing methods by ensuring that the cases representing the best value for the agency are pursued as a priority.
AI initiatives in taxation

AI in the taxation domain consists of a wide variety of narrowly and sharply defined tools for particular tasks. In this section, we outline some of the applications of AI that may not be well known or expected.

Tax agencies can use AI systems to communicate differently with different groups of citizens for maximum impact. One analyst noted that if an individual “had a track record of not paying early, but their financial data said they were doing pretty well”, then they should be picked up by a specially designed model that says “X has a capacity to pay but not a propensity to pay”. In that case, rather than “starting with a weak letter, then moving a bit more firm and so on, [they] might jump to stage three of the intervention process and go harder earlier”. Even low-risk scores can inform action. In these cases, “if you have a low risk score, then this might just encourage us to send an SMS, as we think you’re going to pay, but we could increase efficiency on this group of individuals”. This avoids spamming customers who would not respond to such approaches, and allows agencies to develop specific interventions tailored to a particular group. AI has opened up opportunities for new, simple policy options which were not possible before.

Tax agencies can also use AI to save money by not having to take on seasonal labour and temporary workers. Agencies often hire a large amount of seasonal labour to clean or fix millions of forms which are not correctly processed through the systems. One tax agency explained that while these workers tend to “look for errors and clear those items”, this is possibly due to the increased use of both logic-based systems and machine learning by agencies in automating this process. They are “increasingly working out how to automate the fixing of these forms”, and have even realised that the seasonal workforce “made a lot of errors, and [agencies] have managed to detect and correct many of these with new automation processes”. The money tax authorities save in this way can then be invested in other tasks, such as making relations with citizens smoother, easier, and more human-centric.

As indicated above, AI also allows agencies to predict potential non-compliance to maximise revenue and fight tax avoidance. Models are often trained with particular sectors and groups in mind, and used across the organisation by auditors in their day-to-day roles. One agency recently invested in a large external project to build an insolvency prediction system for firms, illustrating the importance of better intelligence about business health rather than just about illegal practices. Some agencies are also experimenting with clustering methods, using AI systems to understand which taxpayers are most similar to each other, and to segment them in new ways. Social network analysis is helping to uncover complex VAT frauds that span multiple actors, and AI can be used to augment this as datasets become larger and more complex.1

Enabling practices and infrastructures

Individual tax agencies have their own enabling practices for designing and deploying advanced analytics and AI-powered tools. Flexible computing infrastructures are important in enabling agencies to build machine learning systems. One agency “developed [their] own Linux servers with root access, which we can use to deploy open-source software how and when we want”. Another was trialling the powerful open-source statistical software, R. Yet a third emphasised that there were liability challenges when doing this, and that they “don’t use R, mainly for reasons of commercial contracts” – meaning that there was no large company either to sue or to provide support.1 Although they had been talking to the Health Ministry, which does use R, they “internally see [their] models [as] more pivotal and operationally critical, so need to be able to phone up a supplier if something stops working”. The flipside of this problem is that most graduates come out of university knowing free and open-source tools such as R, and converting that knowledge to proprietary tools is often costly, time-intensive and unattractive to them as an employment prospect. They see proprietary tools as much more limited, analytically weak, and a poor investment for their future careers.

Flexible computing infrastructure and in-house expertise allows tax agencies to engage high-tech vendors on equal terms. As one respondent noted, “a lot of vendors are 95 percent open-source software with a veneer or user interface on the top that’s their own”, which means that in practice the agency can use its in-house developers to “prototype a similar product on our [servers] and then talk to [large technology vendors], small startups or whatever, and better frame what we need and want”. Having a proof-of-concept prototype in-house allows for greater efficiency, because vendors are aware that they are dealing with an organisation of rival capacity. However, working with vendors after that point is also of benefit, because the in-house developers can move on to creatively diagnosing

1 Such problems have been partially solved by large firms, such as Microsoft, developing commercial versions of open source software such as Microsoft R Open
and analysing further problems that might benefit from AI approaches.

Machine learning and other AI systems have often been built or overseen by specially designed teams that can review each other’s work, sometimes with new specialist expert functions.

said one respondent. A notable innovation in one tax agency was the introduction of “team leaders with expertise in particular areas, roving reporters, so-to-say, in areas such as data science and predictive analytics”. These team leaders do not have specific management responsibilities or teams, but instead can flexibly “engage with model-builders at different stages in the process, such as when output data is produced, or during implementation”, providing much-needed mentorship and guidance, and transmitting knowledge across and within the institution, as well as going to different government departments to explain what the tax agency is doing.

Tax agencies have had to introduce agile processes in new and unique ways. One agency used “tiger teams [a concept in agile delivery] so we can actually get a model to piloting in perhaps a week”. They cannot import this organisational style of working straight from the private sector, however, and had to design a way to integrate lawyers upstream in the development process in the same agile way, so ensure that if the agency “changes a tax form or alters a deduction, for example, (they’re) legally allowed to do that”.

Different agencies take different approaches to centralising or decentralising their analytics functions. Australia, Canada, New Zealand and the US have a decentralised approach, whereby analytics teams work closely alongside operational teams. Ireland, Mexico and Singapore all centralise their analytics teams in their head office. In the Netherlands, the analytics unit is separate, and can innovate quickly without being hindered by the slower rate of other departments. Other countries, like the UK, have a mixed setup. While there is no clear “best” model here, managing that tradeoff between being operationally embedded close to “where the action is” and being free to innovate and experiment is a constant challenge, and tax agencies have to be sensitive about it.

Lessons and challenges

Tax agencies have often focused their efforts on understanding the potential gains from deploying an AI system. As many of these interventions are new and untested, they are usually uncertain in their benefits, and so the gains from developing a model (which might not work) will be unclear. One agency discussed how they create benefit cases for the models that are being deployed, in order to estimate the potential gains or savings. To make such a case, they used “historic information to inform hit rates, money recovered, and such like”, because “model-making costs a lot of money, perhaps three to six months of time, and often new software or IT costs are incurred”. In particular, they need to create models to understand how their new models are likely to save them money, such as “whether we will get yield back from these models within the next three to five years”. In many cases, the potential benefits seem substantial: “in the case of expensive models such as the insolvency risk model currently being procured [by this agency], it is expecting around 10 times cost back in benefits,” the agency noted.

Tax agencies have adopted different views on building explainable AI systems. One agency observed that they
had “better buy-in” when they provided the logic of the system to the customer, as it demonstrates “a lot of value-add, particularly where an administrative decision needs explaining to a customer, or it goes to a tribunal, or so on”, and “helps reputation-boosting at the point of client relations”. Another agency noted that they do not release many details, and “although they might say [they] are interested in sectors or size, and perhaps [might] share the weights with one or two key people”, they are “primarily concerned that if the model weights were public, their usefulness might diminish”.

A third case raised an interesting challenge. The tax agency was unwilling to share model weights or detailed explanations with auditors in case they gamed the system in question. This could happen in two main ways, according to the agency. Firstly, the auditors might use explanations of risk scores to find cases they could develop into a larger fraud, at which point they could let it accumulate and catch it afterwards. Under proposals by which auditors get a commission or in part earn their own wage, this creates a system of perverse incentives. Secondly, and perhaps more importantly, there were concerns that auditors would start making judgements based on the explanation rather than the risk level. If risk scores looked at particular cities, for example, and marked them as high risk, auditors might start searching for a disproportionate number of cases in certain regions. This would be problematic, because the model might be flagging a more nuanced correlation, so higher-level management might be unable to control issues of skew, bias and discrimination within the AI systems they deploy and manage.

Concluding remarks

Tax agencies have been at the forefront of deploying analytics in government, and AI is no exception. Agencies have benefited from interventions, such as automating the tasks for which they formerly used seasonal labour, to pursuing cases where they would be more likely to recover tax revenue, to making it easier for taxpayers to be compliant through predictive communications projects. This has necessitated new techniques and practices within the organisations themselves.

While there is no one-size-fits-all model, a few general lessons are evident. Analysts and designers are often located near frontline, operational staff, so they can discuss and tailor interventions appropriately. In-house capacity gives agencies the ability to mock up the analytics systems they want before they engage contractors, so that the problem definition clearly reflects the situation on the ground, and technical feasibility has already been demonstrated. New software tools are rapidly becoming available, with 11 OECD organisations beginning to use or experiment with powerful, open-source tools such as R, enabling them to hire and retain talent more effectively than with the less flexible software traditionally used in the sector.[4]

Challenges remain, though. Transparency is a double-edged sword – making a system too open may promote gaming by individuals seeking to evade the tax system. It may also reveal uncomfortable truths about areas or sectors that are neglected or disproportionately targeted by auditors.[5] Furthermore, analysing uncertain and often expensive AI design initiatives to understand whether they will provide sufficient benefit relative to required investment is also an area in need of further methodological development. A complex AI system has high risks but potentially high rewards – it might have huge benefits, or might not work at all. Yet these issues are not insurmountable, and new balances, methodologies and tradeoffs will continue to be created and navigated. Looking ahead, AI systems are set to continue to make tax easier to pay for citizens and fairer in its collection and enforcement for all.
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